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Resum

Els Models de Llenguatge Extensos influeixen ca-
da cop més en la comunicacié escrita, fet que plan-
teja reptes per a llengiies minoritaries com el catala.
Aquest estudi quantifica els biaixos lingiiistics de sis
models causals de llenguatge en catala, analitzant-ne
les preferéncies per construccions gramaticals norma-
tives enfront de les no normatives, especialment sota
la influéncia potencial de la interferencia del castella.
A partir d’un corpus propi de parelles minimes, hem
avaluat models tant monolingiies com multilingiies
comparant les seves preferéncies per a cada variant
(no) normativa. Els resultats indiquen que no hi ha
una diferéncia entre els models monolingiies i mul-
tilingiies en la seva preferéncia per les construccions
normatives. Tanmateix, la possible interferencia del
castella redueix de manera notable la preferéncia per
les formes normatives en tots els models analitzats.
Aquesta reduccié és més pronunciada en models mul-
tilingiies, indicant més influéncia del castella. Aquests
resultats suggereixen que els biaixos dels models re-
flecteixen la prevalenca d’usos no normatius en les se-
ves dades d’entrenament, a causa d’influéncia del cas-
tella. Aix0 subratlla la importancia d’avaluar aques-
tes tecnologies per a informar la politica lingiiistica
i comprendre’n I'impacte en I’evolucié de la llengua.
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Abstract

Large Language Models are increasingly influen-
cing written communication. This poses challenges
for minority languages such as Catalan. This study
quantifies the linguistic biases of six Catalan langua-
ge models, analyzing their preferences for normative
versus non-normative grammatical constructions, es-
pecially for cases where there can be interference from
Spanish. Using a corpus of minimal pairs, we eva-
luate both monolingual and multilingual models by
comparing their preferences for each (non-)normative
variant. The results indicate that there is no differen-

ce between monolingual and multilingual models in
their preference for normative constructions. Howe-
ver, cases where there can be interference from Spa-
nish markedly reduce the preference for normative
forms across all analyzed models. This reduction is
more pronounced in multilingual models, indicating
stronger influence from Spanish. These findings sug-
gest that the models’ biases reflect the prevalence of
non-normative usage in their training data, due to in-
fluence from Spanish. This underscores the importan-
ce of evaluating these technologies to inform language
policy and understand their impact on language evo-
lution.
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1. Introduccié

Les tecnologies del llenguatge tenen un paper ca-
da vegada més important en la nostra vida quo-
tidiana i en la manera com ens comuniquem.
En particular, en pocs anys, s’ha estes 'is de Mo-
dels de Llenguatge Extensos generatius (LLMs,
per les seves sigles en anglés). Ara per ara ja
sén eines que es fan servir per realitzar tasques
rudimentaries, com redactar correus electronics,
o resumir i reestructurar textos. Podem suposar
que, si 'adopcié d’aquesta tecnologia segueix les
tendencies actuals, els LLMs formaran una part
inextricable del pre- i post-processament del nos-
tre s de llenguatge escrit, com ho sén ara els cor-
rectors automatics d’ortografia i funcions d’em-
plenament automatic.

Aquest desenvolupament té conseqiiéncies per
als llenguatges: si la proporcié de text generada,
o almenys modificada, per LLMs és cada vegada
més gran (Liang et al., 2025), 1'is del llenguat-
ge dels models —de biaixos a idiosincrasies es-
tilistiques— no només retroalimentara noves ge-



neracions de models, siné que també pot afectar
I'as dels parlants. En altres paraules, els mo-
dels no només reprodueixen el llenguatge, sind
que també l'influencien. Aix0 pot afectar més
les llengiies minoritaries, com el catala, que sén
nodrides per un volum menor de contingut escrit
—amb una esfera de parlants més petita— que al-
tres llengiies. En aquest estudi abordem aquesta
tematica, analitzant les preferéncies lingiiistiques
de models de llenguatge en catala. D’una banda,
volem quantificar els biaixos i les preferéncies per
usos del llenguatge (no) normatius que tenen els
models actuals. De 'altra, amb aquesta quan-
tificacié volem obrir un debat informat sobre el
tipus de preferéncies lingiiistiques que haurien de
reproduir.

Un altre factor que pot afectar especialment
les llengiies minoritaries és 1'is generalitzat de
models multilingiies (Schut et al., 2025). Aquests
models sovint s’han entrenat amb un volum
més gran de dades —i sovint de més qualitat—
en llengiies com l'angles, en comparacié amb
llengiies com el catala o el gallec. Aquest és el
cas de tots els models multilingiies catalans que
analitzem aqui (vegeu §2). En conseqiiéncia, les
estructures gramaticals i el lexic, entre altres, de
les llengiies amb més recursos poden afectar les
llengilies amb menys recursos. Diversos estudis ja
han analitzat els biaixos lingiiistics que presen-
ten alguns models multilingiies, especialment la
seva tendencia a afavorir estructures gramaticals
i conceptuals angleses quan generen text en al-
tres llengiies (Papadimitriou et al., 2023; Wendler
et al., 2024; Brinkmann et al., 2025; Schut et al.,
2025). Pero encara no sabem gaire sobre biaixos
i interferéncies causades en aquests models entre
altres llengiies, com ho sén el castella i el catala.
En el cas del catala, no queda clar fins a quin punt
els models de llenguatge, tant monolingiies com
multilingiies, fan servir estructures normatives,
en comparacié amb no-normatives. Amb aquest
estudi, pretenem tancar aquesta bretxa.

Donat el fet que aquestes tecnologies acabaran
influint en la nostra parla, la qual, al seu torn,
alimentara els nous models, considerem essenci-
al rastrejar i avaluar les preferéncies lingliistiques
dels models actuals; i analitzar fins a quin punt
aquestes preferéncies estan influenciades per al-
tres llenglies. Aix0 és el que ens proposem en
aquest article: elaborem un corpus d’avaluacié
de parelles minimes (no) normatives del catala
amb el qual avaluem sis models, tant mono- com
multilingties.

2. Material 1 Meétodes

Tot el codi i el conjunt de dades que creem per
avaluar models sén disponibles a GitHub!. Co-
mencem amb una descripcié dels models triats
i després descrivim les dades per avaluar-los.

Models Hem seleccionat un conjunt de sis mo-
dels, dos de monolingiies i quatre de multilingiies,
capacgos de generar i predir contingut en ca-
tala. Amb models multilingiies catalans ens re-
ferim a models que indiquen oficialment haver
estat entrenats, entre d’altres, amb dades en ca-
tala. Els models multilingiies que estudiem sén:
Salamandra-7B? (Gonzalez-Agirre et al., 2025),
un model base entrenat en 35 llengiies europees
(39% angles, 16% castella, 2% catala); BLOOM-
7.1B? (Le Scao et al., 2023) un model base en-
trenat en 45 llengiies (31% angles, 11% cas-
tella, 1% catald); XGLM-7.5B* (Lin et al.,
2022), un model base entrenat en 31 llengiies
(49% angles, 5% castella, 0.4% catala); i ALIA-
40B® (Gonzalez-Agirre et al., 2025), una variant
més gran del model Salamandra, amb la mateixa
cobertura lingiiistica.

Amb models monolingiies catalans ens refe-
rim a models que han passat per un procés fi-
nal d’aprenentatge que els ajusta especificament
al catala. Els models monolingiies que estudi-
em sén: CataLlama-8B v0.1°, basat en Llama-3
i entrenat durant un epoch amb 331 milions de
tokens en catala; i Aitana-6.3B7, un model basat
en FLOR-6.3B i entrenat durant 2 epochs amb
1.3 milions de tokens en valencia. Excepte ALIA-
40B i Salamandra-7B, tots aquests models han
estat recentment avaluats pel que fa a les seves
capacitats generals a IberoBench (Baucells et al.,
2025). Pero cap d’ells ha estat estudiat pel que
fa a preferéncies de llenguatge (no) normatiu o
possibles interferencies.

La distincié que fem entre models monolingiies
i multilingiies és habitual a la literatura. Cal es-
mentar, tanmateix, que la majoria dels models
monolingiies actuals han estat entrenats amb da-
des d’altres llengiies, ja sigui en etapes inicials
(abans del fine tuning per a la llengua objec-
tiu), o bé de manera no intencionada, atés que
les dades d’entrenament no s’han depurat fins al

"https://github.com/mireia-almena/
NormaUsilnterferencia
’https://huggingface.co/BSC-LT/salamandra-7b
Shttps://huggingface.co/bigscience/bloom-7b1
*https://huggingface.co/facebook/xglm-7.5B
*https://huggingface.co/BSC-LT/ALIA-40b
Shttps://huggingface.co/catallama/Catallama-
v0.1-Base
"https://huggingface.co/gplsi/Aitana-6.3B



punt de poder garantir que no s’hagin emprat da-
des d’una altra llengua en I’entrenament. Aquest
és un fet a tenir en compte, particularment en
avaluar models de llengiies amb menys recursos.
En conseqiiéncia, i fet rellevant per al cas que
ens ocupa, no és improbable que els models mo-
nolingiies catalans hagin estat entrenats també,
si més no parcialment, amb dades del castella.
Tornem a abordar aquesta qiiestié en la discus-
sié dels resultats.

Vam descartar dos altres models potenci-
alment rellevants de l'avaluacié: RoBERTa-ca
i CatalLlama-v0.2-Base. RoBERTa-ca® és un
masked language model, amb un objectiu d’en-
trenament diferent del de la resta de models cau-
sals que avaluem. Ateés que la nostra metrica
d’avaluacié es basa en la negative log-likelihood
(NLL, vegeu més avall), vam descartar models no
causals perque la manera de calcular la NLL és
diferent, i aquesta diferéncia podria introduir so-
roll a ’analisi. CataLlama-v0.2?, una fusié entre
CataLlama-v0.1 i Meta-Llama-3-8B-Instruct, va
ser descartat perque vam considerar que la fusié
podria fer el model “més multilingiie” que la res-
ta de membres de la categoria monolingiie, prefe-
rint avaluar la seva versi6 0.1 sense fusié amb un
model d’instruccié en angles. Una analisi post
hoc revela que aquestes dues decisions de des-
cart no afecten qualitativament els nostres re-
sultats: incloure RoBERTa-ca i CatalLlama-v0.2
—analitzant 4 models multilinglies i 4 de mono-
linglies— suggereix les mateixes tendéncies que
els resultats obtinguts amb l'exclusié d’aquests
dos models (vegeu l'apendix). Per consegiient,
els resultats reportats a la seccié §3 sén robustos
davant aquesta decisié.

Corpus d’avaluacio Hem construit un corpus
d’avaluacié amb vint oracions per cada un de vuit
tipus d’estructures gramaticals en catala que po-
den donar lloc a la produccié de respostes no
normatives. Quatre d’aquestes estructures sén
susceptibles a generar Us fora de la norma per
interferéncia amb el castella. Les altres quatre,
no relacionades amb la interferéncia, s’han inclos
per observar si alguns models tracten de manera
diferent les construccions influides per una altra
llengua en comparacié amb aquells que sén sim-
plement desviacions de la norma. Il-lustrem cada
tipus d’estructura amb una oracié exemplar, in-
dicant com a primera opcié la normativa i com a
segona la no normativa:

®https://huggingface.co/BSC-LT/RoBERTa-ca
“https://huggingface.co/catallama/Catallama-
v0.2-Base

Em refereixo {,a} que va cantar.
He vist {el, al} cotxe nou.
Al restaurant fa molta olor {de,a} fregit.

Insisteixen {a,en} tornar cap a casa.

GO ol ol

No séc gens propens {a,de} enfadar-me per
tonteries.

6. Van cancel-lar el vol {amb, en} motiu del mal
temps.

7. Cal confiar {en,amb} el criteri dels experts.

8. Si no vas {amb, en} compte, et pots fer mal.

Aquest corpus permet avaluar la qualitat
lingiiistica dels models a partir de frases en que
coexisteix una forma normativa i una altra de no
normativa, sovint present en 1'is dels parlants.
Com il-lustrat dalt, totes les estructures incloses
en els conjunts de dades es basen en construc-
cions gramaticals relacionades amb preposicions,
ja que es tracta d’'una categoria tancada que ofe-
reix menys variabilitat en les respostes dels mo-
dels. Aixo facilita la comparacié de les respostes
com a normatives 0 no normatives.

Per a cadascuna de les 160 oracions, calculem
la negative log-likelihood (NLL) assignada a la
seva versié (a) normativa i (b) no normativa per
cada model. En altres paraules, per comparar
dos oracions, calculem el logaritme negatiu de les
seves probabilitats:

P(W) = P(wy,. .., wn)
= P(w;) X P(wy | wg) x ... X

P(wp | wi,..., wn—1) ;

per a una oraci6 donada W, composta d’u-
na seqiiencia de tokens de w; a w,. En ter-
mes practics, extraiem la NLL mitjana d’una
seqliencia calculant la seva pérdua (loss; vegeu
‘analysis.py’ al repositori per a detalls d’imple-
mentaci6). Com les parelles d’oracions que com-
parem només es diferencien al token que les dife-
rencia entre normatives i no normatives, quanti-
fiquem la preferéncia del model entre oracié nor-
mativa (a) i oracié6 no-normativa (b) com la di-
feréncia entre la NLL mitjana de l'oracié (b) i la
de l'oracié (a). Un valor positiu indica una pre-
ferencia per la versié normativa, i un valor nega-
tiu, per la no normativa.

Cal esmentar que, mentre que la majoria
de parells d’oracions tenen la mateixa longitud,
aquelles que impliquen elisié necessariament di-
fereixen per una paraula (p. ex., caigudes de pre-
posicid). Per assegurar-nos que els nostres resul-
tats no estiguin influits per possibles artefactes



introduits per longituds de seqiiéncia diferenci-
als, també vam dur a terme ’analisi només amb
el subconjunt de frases de longituds iguals. Tro-
bem que els resultats que reportem a §3 s’ob-
tenen independentment d’aquesta qiiestié (ve-
geu 'apéndix per a estimacions numeriques quan
només es consideren frases d’igual longitud).

Com que la magnitud de la diferéncia en NLL
depén del model —entre altres factors, esta in-
fluida per la mida del vocabulari— recodifiquem
aquesta informacié com un resultat binari de pre-
feréncia a favor o en contra de (a) enfront de (b).
Dit d’una altra manera, obtenim 160 judicis per
model sobre si assignen una probabilitat més alta
a la versié normativa o a la no normativa d’una
oracié. Abans de continuar a l’avaluacié, expli-
quem breument cadascun dels vuit tipus d’estruc-
tures analitzades.

Estructura 1: Caiguda de preposicié davant la
construccié que. En registres formals, segons
la GIEC (Institut d’Estudis Catalans, 2024,
§26.4.1) s’evita el contacte de les preposici-
ons a, de, amb, en i la conjuncié que, de ma-
nera que s’elideixen aquestes preposicions.

Estructura 2: Preposicié a davant d’objecte di-
recte. Aquesta construccié és més comu-
na en castella, especialment en complements
directes animats. Segons la GIEC (Insti-
tut d’Estudis Catalans, 2024, §19.3.2), el
complement directe en catala no va prece-
dit de cap preposicid, excepte en casos d’am-
bigiiitat amb el subjecte o ’alteracié de ’or-
dre basic dels constituents oracionals, que no
s’han inclos en aquest corpus d’avaluacio.

Estructura 3: Preposicié de introductora de
complements regits. Segons la normativa,
s’han d’introduir amb la preposicié de, i no
pas a, certs complements regits, que per in-
fluéncia del castella se solen construir mala-
ment (Murtra et al., 2025).19 Alguns exem-
ples normatius sén: contradictor:i de, dife-
rent de, fer cas de, o rebuig de.

Estructura 4: Alternanca de preposicions da-
vant d’infinitiu. Els verbs o altres catego-
ries que tenen de complement o adjunt un
sintagma nominal introduit per en o amb,
aquestes preposicions alternen amb a o de,
quan introdueixen una subordinada en infi-
nitiu. Tanmateix, segons la GIEC (Institut
d’Estudis Catalans, 2024, §26.5.2), la solucié
preferible en els registres formals és el canvi
a a o de.

Ohttps://www.uoc.edu/portal/ca/servei-
linguistic/criteris/gramatica/preposicions/index.
html

Estructura 5: Us no normatiu de propens de.
Aquesta estructura no és conseqiiéncia di-
recta del contacte amb el castella, on el verb
i la seva preposicié sén analegs a la norma-
tiva catalana. La forma normativa en ca-
tala és propens a (Institut d’Estudis Cata-
lans, 2007).

Estructura 6: Us no normatiu de la locucié en
motiu de. Com l’estructura anterior, no és
conseqiiencia del contacte amb el castella.
La forma normativa és amb motiu de (Ser-
veis d’Assessorament Lingiliistic del Parla-
ment de Catalunya, 2007, Fitxa 7315/2).

Estructura 7: Usos no normatius de reégims
verbals no atribuibles a la interferéncia del
castella: confiar amb, continuar amb i trac-
tar (de). La normativa, estableix confi-
ar en (Institut d’Estudis Catalans, 2007),
i considera continuar un verb transitiu que
no admet amb (Institut d’Estudis Catalans,
2009). En el sentit de ‘prendre alguna cosa
com a objecte d’estudi o discussié’, la nor-
mativa dicta que tractar ha de construir-se
amb de (Institut d’Estudis Catalans, 2009).

Estructura 8: Us no normatiu de la locucié
anar en compte. Com l’estructura anteri-
or, no és conseqiiencia del contacte amb el
castella. La forma normativa és anar amb
compte (Institut d’Estudis Catalans, 2024,
§19.3.3.2.).

La llista completa d’oracions és disponible en
format CSV al nostre repositori. També les re-
produim totes a ’apéndix.

3. Resultats

A continuacié, analitzem la preferéncia dels
models respecte a les nostres parelles minimes
de catala (no) normatiu. En particular, quan-
tifiquem si hi ha una diferéncia entre les pre-
ferencies dels models monolingiies i multilingiies;
i si les preferéncies respecte a I'is normatiu varia
en funcié de si hi pot haver efectes d’interferencia
amb el castella. Per a aixo, fem una regres-
si6 logistica amb les 960 preferéncies obtingudes
(160 per model). La regressié estima els efectes
principals sobre les preferéncies per oracions (no)
normatives en funcié de: (i) la monolingiiitat
vs. multilingiiitat de cada model; (ii) possible
interferéncia amb el castella (oracions del tipus
Estructura 1-4 vs. Estructura 5-8); i (iii) la
interaccié entre aquests dos factors, amb inter-
seccions estimades per oracié i per model (“by-
sentence” 1 “by-model” intercepts/efectes aleato-
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Parametre Estimat Error.Est Q2.5 Q97.5
Interseccié 3.15 0.59 205 4.38
Multilingtie 0.46 0.51 -0.53 1.50
Interferéncia -2.10 0.68 -3.47 -0.81
Interferéncia i Multilingtie -1.72 0.49 -2.70 -0.75

Figura 1: Estimacions del nostre model de regressi6 logistica. A: efecte marginal de la monolingiitat
vs. multilingiiitat sobre la probabilitat de preferir una oracié normativa davant la seva alternativa no
normativa. B: efecte marginal de preferéncies entre oracions amb o sense possible interferéncia amb
el castella. C: interaccié entre multilingiiitat i interferéncia. D: estimacions numeriques del model per

a cada efecte amb ICs del 95%.

ris).!! En altres paraules, estimem si el fet que
un model sigui multilingiie, sense un ajust final
especific per al catala, afecta les preferéncies per
les formes normatives; si la interferéncia amb el
castella les afecta; i, finalment, si hi ha un efecte
especific d’interaccié d’interferéncia en el cas dels
models multilingiies.

El model de regressié bayesia es va estimar
fent servir el paquet de R brms (Biirkner, 2017)
com a interficie amb Stan (Carpenter et al.,
2017). Es va inspeccionar per descartar pato-
logies en l'estimacié. En particular, vam ava-
luar la fiabilitat de la mida de la mostra d’es-
timacions (més de 0,001 mostres efectives per
transicié) i vam comprovar que el valor de R?

" En sintaxi de Imej/brms: preferencia ~ 1+ multiling*
interferencia+ (1|oracio)+ (1|/model) amb “preferéncia” co-
dificada amb 1 si la diferencia entre la NLL no-normativa
i la normativa és positiva.

fragmentat fos inferior a 1,05, que la Bayesi-
an Fraction of Missing Information fos supe-
rior a 0,2, i abséncia de trajectories satura-
des. La validacion creuada presenta valors de
pareto—k < 0,7, cosa que suggereix estimacions
fiables de la densitat predictiva logaritmica espe-
rada (Vehtari et al., 2017).

La Figura 1 mostra els nostres resultats prin-
cipals. Els tres primers panells mostren els efec-
tes marginals dels tres factors que estudiem.
El quart mostra el resum numeric sencer del mo-
del de regressio.

La Figura 1A mostra 'efecte marginal esti-
mat de la multilingiiitat sobre la probabilitat
de preferir una versié normativa d’una oracié.
Com s’il-lustra, i també es reflecteix en 'estima-
ci6 numerica (Figura 1D), no hi ha una diferéncia
clara entre models mono- i multilingiies, en si, pel
que fa a la seva preferéncia per la versié normati-



va. En contrast, la Figura 1B mostra l’efecte en-
tre oracions amb interferéncia (Estructura 1-4)
i sense interferéncia (Estructura 5-8) del cas-
tella. Aqui veiem molta més variacid, i el model
de regressié suggereix que les oracions amb in-
terferéncia tenen una probabilitat més baixa de
comportar una preferéncia per la versié norma-
tiva. En altres paraules: El castella interfereix
amb el catala normatiu. La Figura 1C mostra
la interaccié marginal entre la multilingiiitat i la
interferencia: Tot i que a la Figura 1B ja s’obser-
va que els models mostren efectes d’interferéncia,
aquest efecte és encara més pronunciat en els mo-
dels multilingties. La Figura 1D ofereix un resum
numeric de les estimacions de la regressio.

En conjunt, aquests resultats suggereixen que
no hi ha una diferéncia clara entre els models mo-
nolingiies i multilingiies pel que fa a la seva pre-
fereéncia general per les oracions normatives da-
vant alternatives no normatives (Figura 1A i se-
gona fila de la Figura 1D). La interferéncia amb
el castella disminueix la preferéncia dels models
per 1"ds normatiu (Figura 1B i tercera fila de la
Figura 1D), i hi ha una disminucié addicional de
la preferencia per la normativitat en els models
multilingiies en les oracions amb interferéncia en
comparacié als monolingiies (Figura 1C i quarta
fila de la Figura 1D).

4. Discussi6

Hi ha tres resultats principals en aquesta analisi.
Primer, a grans trets, els models monolingiies
i multilingiies no difereixen en la seva preferéncia
per oracions normatives. Segon, quan hi ha la
possibilitat d’interferencia amb el castella, la pre-
ferencia de tots dos tipus de models es veu afecta-
da: mostren una major inclinacié cap a variants
no normatives. Tercer, ’efecte de la interferencia
difereix entre models monolingiies i multilingiies:
La preferéncia contra les variants normatives és
molt més forta en els models multilingiies.

Aquests resultats estan en linia amb les nos-
tres expectatives. Trobem diferéncies entre mo-
dels mono- i multilingiies alla on sén més proba-
bles: quan les dades d’altres llengiies estretament
relacionades, en aquest cas el castella, apunten
en una direcci6 diferent. No obstant aixo, és no-
table que no trobem una diferéncia per als ca-
sos sense interferéncia. Aixo vol dir que, per
aquests casos i en un domini tancat com les pre-
posicions, els models multilingiies desenvolupen
competeéncies comparables a les dels models mo-
nolingiies, independentment que les dades amb
queé s’han entrenat estiguin desequilibrades (cf.
Brinkmann et al., 2025).

Aix0 ens remet a la discussié de l'apartat 2
relativa a la distincié terminologica entre models
monolingiies i multilingiies. Si més no pel que
fa a les dades aqui analitzades, constatem que la
distincié té rellevancia practica, perd que la seva
rellevancia s’ha de jutjar cas per cas. També es
podria haver esperat que els models multilingiies
tinguessin preferéncies més febles per la norma en
els casos sense interferéncia. Aquest resultat és
positiu: els models actualment més populars amb
usuaris no mostren desavantatges en almenys al-
guns aspectes en relacié amb models especialit-
zats en catala, que moltes vegades no arriben fins
als usuaris.

El segon i tercer resultat —un efecte d’inter-
feréncia per a tots els models, i particularment
per als multilinglies— convida a la reflexi6 i, pot-
ser, a I'accié. D’una banda, la variacié en dades
i entrenament no sembla alterar el fet que la pre-
feréncia per la normativa disminueixi en contex-
tos d’interferéncia amb el castella. Aix0 sugge-
reix que les variants no normatives amb inter-
feréncia que hem estudiat ja formen part de I'as
del catala al qual s’exposen els models. El nostre
objectiu aqui no és adjudicar si aixd hauria de
comportar un canvi en la normativa; o bé si cal-
dria reforgar I’ensenyament del catala en aquells
punts on divergeix del castella; o bé si convin-
dria preprocessar les dades amb qué s’entrenen
els models per evitar que I'is no normatiu si-
gui propagat pels LLMs. El que si que mostra
clarament aquest resultat és la importancia de
verificar les preferéncies lingiiistiques dels LLMs,
especialment en llengilies minoritaries, per tal de
tenir aquesta discussié de manera informada; per
elaborar politiques lingiiistiques que tinguin en
compte I'impacte de les noves tecnologies; i per
actuar en conseqiiéncia.

De laltre, la preferéncia encara més feble
per la norma dels models multilinglies demos-
tra com la tecnologia podria actuar com una
forca de canvi lingiiistic: amplificant patrons d’ds
i propagant-los. Més en general, aquests resultats
mostren que el desenvolupament de tecnologi-
es lingiiistiques adaptades a llengiies especifiques
és important i s’hauria de dur a terme conjun-
tament amb les multilingilies. El que funciona
per a un conjunt de llengiies pot no generalitzar-
se a d’altres amb realitats tipologiques i socio-
lingiifstiques diferents. Aix0 és important tant
per millorar els models mateixos (Baucells et al.,
2025; Pérez-Mayos et al., 2021; Tédboas Garcia
et al.,, 2025) com per detectar conseqiiéncies
posteriors potencialment inesperades com les que
destaquem aqui.



Una analisi complementaria que cal fer per po-
sar 1'ds lingtiistic dels models en context és ’estu-
di dels parlants de catala, cosa que deixem per a
futures investigacions. Vam construir aquest cor-
pus d’oracions precisament per estudiar no una
diferencia entre el que és “correcte” vs. “incor-
recte”, siné entre diferents usos. Es ben sabut
que molts parlants —catalans o d’altres— no se-
gueixen necessariament la norma en 1'is que fan
de la llengua. Per tant, és probable que fins a
cert punt l'efecte d’interferéncia que detectem és
un reflex genui del canvi lingiiistic. Creiem que
combinar aquest tipus d’estudi amb experiments
conductuals amb subjectes humans és una linia
molt prometedora per a futures recerques.

Una altra via prometedora per a futures inves-
tigacions és una analisi de les dades en brut amb
que s’entrenen els models. Aqui ens hem cen-
trat en el comportament lingiiistic dels models
després del seu entrenament. Pero, per deslli-
gar causalment queé provoca les seves similituds
i diferéncies, caldria tornar a les dades d’entrada
i comparar les taxes de prevalenca de les cons-
truccions avaluades. Aix0 també aclariria fins
a quin punt els LLM amplifiquen o simplement
reprodueixen els patrons que observen durant
I’entrenament; i com interactua aquest fet amb
la prevalenca de dades d’entrenament mono- vs.
multilingiies.

5. Conclusid

Aquest estudi s’ha centrat en ’analisi dels bi-
aixos lingiistics dels models de llenguatge en
catala, avaluant-ne les preferéncies per cons-
truccions normatives enfront de les no normati-
ves, i examinant la influéncia de la interferéencia
lingiifstica del castella. L’avaluacié de sis mo-
dels de llenguatge, tant monolingiies com multi-
linglies, a partir d’un corpus de parelles minimes,
revela dos resultats principals.

Primerament, no hem trobat una diferéncia
generalitzada entre els models monolingiies i els
models multilingiies. En segon lloc, la presencia
de possible interferéncia amb el castella redueix la
preferéncia per les variants normatives en tots els
models analitzats. Aquesta disminucié és mar-
cadament més forta en els models multilingiies,
la qual cosa podria conduir a una major ampli-
ficacié d’aquestes preferéncies en parla catalana
generada o modificada per aquests models, que
sén molt més populars amb usuaris.

Aquests resultats també suggereixen que les
variants no normatives influides pel castella es-
tan prou esteses en 1'is real de la llengua com
per ser reflectides de manera consistent en les da-

des d’entrenament de tots els models. Donat el
paper cada vegada més influent que les tecnolo-
gies del llenguatge tenen en la nostra comunica-
ci6 quotidiana, la comprensié d’aquests biaixos
és fonamental. Els models no només reproduei-
xen el llenguatge, sind que també tenen el poten-
cial d’influir-lo i propagar certs usos. Per tant,
aquest estudi subratlla la importancia de verifi-
car les preferéncies lingiiistiques dels LLMs per
poder fomentar un debat informat.
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Apéndix

Comprovacions de robustesa La Taula 1
mostra les estimacions d’un model de regressié
que inclou Catallama-v0.2 i RoBERTa-ca. L’es-
tructura del model de regressié i tots els altres
detalls s6n els mateixos que en el text principal.
Per a RoBERTa-ca, la (pseudo-)negative log like-
lihood es calcula prenent el logaritme del likeli-
hood de les oracions amb les preposicié clau em-
mascarades.

Com es pot observar, les estimacions sén sem-
blants a les obtingudes sense aquests dos models
(comparar amb la Figura 1D). Principalment, I'e-
fecte d’interferencia és més gran amb la inclusié
d’aquests dos models. Aix0 suggereix que els re-
sultats sén relativament robustos davant de la va-
riacié en el conjunt de models estudiats, almenys
pel que fa als monolingues.



Parametre Estimat Error.Est Q2.5 Q97.5

Interseccié 3.45 0.51 2.51  4.56

Multilingiie 0.16 0.42 -0.64  0.96

Interferéncia -2.72 0.60 -3.99 -1.62

Interferénciai  -0.99 0.40 -1.82  -0.22

Multilingiie

Taula 1: Estimacions numeriques per a un

model de regressi6 que inclou CataLlama i
RoBERTa-ca.

Parametre Estimat Error.Est Q2.5 Q97.5
Interseccid 3.05 0.55 2.03 4.16

Multilingiie 0.69 0.56 -0.38 1.84

Interferéncia -1.40 0.57 -2.55 -0.33
Interferéncia i -1.59 0.52 -2.64 -0.59
Multilingiie

Taula 2: Estimacions numeriques per a un mo-
del de regressié amb només estimuls amb el ma-
teix nombre de paraules per parella (no) norma-
tiva.

La Taula 2 mostra les estimacions d’un model
de regressié quan només es fan servir oracions d’i-
gual longitud. S’obtenen les mateixes tendéncies
que a la Fig. 1, cosa que indica que les longi-
tuds de seqiiencia diferencials ocasionals (p. ex.,
caigudes de preposicié) no afecten els nostres re-
sultats de maneres inesperades.

Estimuls A continuacié es mostren els parells
de oracions que vam analitzar. Com en els exem-
ples del text principal, 'opcié normativa és la
primera dins dels claudators, abans de la coma.
Les entrades buides indiquen que la respectiva va-
riant (no) normativa deixa aquella posicié buida.

Estructura 1

No m’havia adonat {, de} que estava mal col-locat.
Abans {, de} que comencés, ja ho sabiem.

Depen {, de} que decideixin els experts.

No es recorda {, de} que li vaig explicar.

No m’havia adonat {, de} que estava equivocat.
Depen {, de} que vulgin fer.

No es recorda {, de} que va veure aquell dia.

Tinc la certesa {, de} que arribaras a temps.

R G B S

M’alegro {, de} que ho sapigues.

[y
e

Estic convencut {, de} que tenim rad.

[y
[y

. Aspirava {, a} que el triessin.

[y
N

. Contribuira {, a} que el projecte tiri endavant.

[y
w

. S’oposen {, a} que la normativa es modifiqui.

[y
'

. Em refereixo {, a} que va fer una nova pel-licula.

15. Em refereixo {, a} que va cantar.

16. Estic acostumat {, a} que m’avisin amb temps.
17. L’autoritat obliga {, a} que es pagui un peatge.
18. N’hi ha prou {, amb} que diguis la veritat.

19. Confio {, en} que tot sortira bé.

20. Insisteix {, en} que tenim una altra opcid.

Estructura 2

1. Aixo afecta {el, al} pintor solidari.
2. He vist {el, al} senyor calb.

3. L’entrenador felicitara {els, als} jugadors després
del partit.

4. L’empresa vol formar {els, als} seus treballadors.

5. Estic esperant {el, al} professor per resoldre un
dubte.

6. Han acomiadat {el, al} empleats més antics de
I’empresa.

7. Sempre ajuda {els, als} seus companys quan ho
necessiten.

8. El professor ha avisat {els, als} alumnes sobre el
canvi d’horari.

9. El jutge ha interrogat {els, als} testimonis del cas.

10. Han seleccionat {els, als} millors candidats per al
lloc de feina.

11. La policia busca {el, al} culpable.

12. El jutge va absoldre {els, als} acusats.

13. Necessito trobar {el, al} metge.

14. El soroll va despertar {el, al} vei.

15. Vam citar {el, al} director de I’escola.

16. La noticia ha afectat {el, al} jove empresari.

17. Necessiten substituir {el, al} técnic que ha marxat.
18. El llibre va impressionar {els, als} lectors més joves.
19. L’entrenador ha sancionat {el, al} jugador titular.

20. Van ajudar {els, als} excursionistes perduts.

Estructura 3

Al restaurant fa molta olor {de, a} fregit.
Tinc por {de, a} les aranyes.
El meu horari és diferent {del, al} teu.

La solucié {del, al} problema és molt senzilla.

LAl ol ol A

La noia va aprofitar per treure profit {de, a} la
situacié i va guanyar molts diners.

(=]

. Va fer cas {de, a} les recomanacions del metge.

|

. Sento una forta pudor {de, a} cremat a la cuina.

8. L’article fa esment {de, a} diverses investigacions
recents.

9. Va mostrar un clar rebuig {de, a} la proposta.

10. Hauries de fer un bon repas {de, a} la materia
abans de I’examen.



11.

12.
13.
14.
15.
16.
17.

18.

19.

20.

La seva versi6 és contradictoria {de, a} la que vam
escoltar.

La pel-licula és diferent {de, a} la novella.

No facis cas {de, a} les males noticies.

El presentador va fer esment {de, a} la polémica.
Sentia una forta olor {de, a} tabac apagat.

Els nens tenien por {dels, als} gossos grans.

La noia porta un vestit {de, a} ratlles blanques i
negres.

El jurat fa una mencié especial {de, a} 'obra d’a-
questa estudiant.

Aixd no implica cap increment {de, a} les {de,
a}speses {de, a}l web.

Sempre ha volgut estudiar una carrera diferent {de,
a} la que ha fet.

Estructura 4

1.

10.

11.
12.

13.

14.

15.

16.
17.

18.

19.

20.

. L’exercici es basa {a,

. Ens complaem {a,

Tenim molt d’interes {a, en} complir els nostres
COmpromisos.

. La idea consisteix {a, en} analitzar els models.

. La majoria d’estudiants es van mostrar d’acord {a,

en} fer una pausa.

. Comptava {a, amb} fer aixo.
. Insisteixen {a, en} tornar cap a casa.

. Va mostrar interes {a, en} aprendre nous meétodes

per fer aquests exercicis.

en} explicar les cir-
cumstancies del conflicte.

en} acceptar la vostra
col-laboracié.

. Engrescat {a, en} fundar la coral, tot el temps que

hi dedica li sembla poc.

Estava tan capficat {a, en} completar la jugada,
que no es va adonar que el temps s’havia acabat.

Tinc intereés {a, en} aprendre més llengiies.

El treball consisteix {a, en} establir una relaci6 en-
tre les dues variables.

Compte {a, amb} demanar el mateix a tots dos
llocs

L’empresa es va comprometre {a, amb} lliurar la
mercaderia abans de la data.

La subsisténcia es basava {a, en} intercanviar pro-
ductes.

S’ha entossudit {a, en} comprar folis reciclats.

La democracia consisteix {a, en} fer que el poble
participi en la politica.

No s’ha de capficar {a, en} recordar totes les dades
de memoria.

Cal invertir un gran esforg {a, en} millorar ’atenci6
al client.

Ell es complau {a, en} resoldre trencaclosques com-
plicats.

Estructura 5

1.

Es molt propens {a, de} agafar refredats a I’hivern.

2. Aquesta planta és propensa {a, de} les plagues si

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

no la cuides bé.

. Els adolescents s6n més propensos {a, de} prendre

riscos innecessaris.

. Les persones amb pells clares sén propenses {a, de}

les cremades solars.

. El meu oncle és propens {a, de} explicar sempre

les mateixes anécdotes.

. Aquesta zona és propensa {a, de} les inundacions

quan plou fort.
Som propensos {a, de} oblidar les claus a casa.

. No sé6c gens propens {a, de} enfadar-me per tonte-

ries.

. Les economies inestables sén propenses {a, de} pa-

tir crisis financeres.

Aquest material és propens {a, de} 'oxidacié si
s’exposa a la humitat.

El meu vei és molt propens {a, de} exagerar les
histories.

La pell sensible és propensa {a, de} reaccions
al-lergiques.

Aquella noia és propensa {a, de} dir mentides sense
motiu.

Els cotxes vells sén propensos {a, de} avaries ines-
perades.

Es propens {a, de} cometre errors quan esta sota
pressio.

Ets massa propens {a, de} canviar d’opini6 a
I"dltim moment.

Aquesta maquina és propensa {a, de} errors si no
es calibra bé.

El meu soci és propens {a, de} prendre decisions
arriscades.

La nostra regié és propensa {a, de} grans nevades
a ’hivern.

Les persones nervioses sén propenses {a, de}
mossegar-se les ungles.

Estructura 6

1.

{Amb, En} motiu de la seva jubilacid, li van orga-
nitzar una festa sorpresa.

. La botiga va tancar {amb, en} motiu de les obres

al carrer.

. Es va organitzar un concert benefic {amb, en} mo-

tiu de la recaptacié de fons.

. {Amb, En} motiu del Dia del Llibre, les llibreries

fan descomptes.

. Van cancel-lar el vol {amb, en} motiu del mal

temps.

. L’ajuntament va emetre un comunicat {amb, en}

motiu de la nova normativa.



10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Es va tallar el transit {amb, en} motiu de la mani-
festacio.

. La reunié es va ajornar {amb, en} motiu de

I’abséncia del director.

. {Amb, En} motiu de la celebracid, el museu ofereix

entrada gratuita.

L’empresa va fer una donacié {amb, en} motiu de
la campanya solidaria.

{Amb, En} motiu de les festes, I'ajuntament va
tancar.

La trobada es va convocar {amb, en} motiu de la
crisi energetica.

Es va avancar 'hora {amb, en} motiu de la cele-
bracié del partit.

L’excursi6 es va cancel-lar {amb, en} motiu de la
forta ventada.

Vam assistir a la conferéncia {amb, en} motiu de
la presentacié del llibre.

Han declarat dia festiu {amb, en} motiu del patro-
natge del poble

Vam fer una excepci6é {amb, en} motiu de la seva
situacié particular.

Vam llangar una edicié especial {amb, en} motiu
del centenari de la marca.

La subvencié va ser concedida {amb, en} motiu de
les bones previsions.

{Amb, En} motiu dels preparatius, la pista d’esqui
roman tancada.

Estructura 7

1. Pots confiar {en, amb} mi per guardar el secret.

2. No confio {en, amb} les seves promeses, sempre les

incompleix.

Cal confiar {en, amb} el criteri dels experts.

4. He apres a no confiar {en, amb} qualsevol que sem-

bli amable.

. Perque la relacié funcioni, heu de confiar 'un {en,

amb} laltre.

6. Confiem {en, amb} que tot sortird bé al final.

7. Es dificil confiar {en, amb} algii que t’ha mentit

10.

11.

12.

13.

abans.

. Els ciutadans confien {en, amb} la justicia del seu

pais.

. Si us plau, continueu {, amb} la lectura del proper

capitol.

El govern continuara {, amb} les negociacions la
setmana vinent.

Després d’aquesta interrupcié continuem {, amb}
el programa.

Malgrat tot, I’equip continua {, amb} aquest pro-
jecte.

Podem continuar {, amb} la feina dema al mati.

14.

15.
16.

17.

18.

19.
20.

Continuem {, amb} la tasca que vam deixar a mig
fer.

El debat tractara {de, } les noves propostes de llei.

En aquest llibre I'autor tracta molt sintéticament
{de, } la morfologia.

El més interessant del llibre és com tracta {de, } la
sintaxi.

L’informe no tracta {de, } les qiiestions més impor-
tants.

La pel-licula tracta {de, } la vida de Mozart.

La conferéncia tractava {de, } la intel-ligéncia ar-
tificial.

Estructura 8

1.

Vés {amb, en} compte quan creuis el carrer.

2. Aneu {amb, en} compte amb el terra, que rellisca.

. Cal anar {amb, en} compte a I’hora de signar con-

tractes.

. Sempre vaig {amb, en} compte amb el que dic en

piiblic.

. Van anar {amb, en} molt de compte per no fer

soroll.

. Si no vas {amb, en} compte, et pots fer mal.

7. Anem {amb, en} compte, que no sabem que ens
trobarem.
8. El metge li va dir que anés {amb, en} compte amb
els greixos.
9. Es una situacié delicada, hem d’anar {amb, en}
compte.
10. Aneu {amb, en} compte amb les estafes per inter-

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

net.

El metge li va dir que anés {amb, en} compte amb
la dieta.

Sempre va {amb, en} compte a I’hora d’invertir els
seus diners.

L’advocat els va aconsellar anar {amb, en} compte
amb les clausules del contracte.

Ves {amb, en} compte quan entris al bosc, podria
haver-hi animals.

El cuiner va haver d’anar {amb, en} compte amb
Poli calent.

Ves {amb, en} compte amb qui comparteixes la
informacié personal.

Si vas {amb, en} compte, evitaras la majoria dels
problemes.

Ella sempre va {amb, en} compte amb el que escriu
a les xarxes socials.

El doctor va advertir-li que anés {amb, en} compte
amb l'estres.

Cal anar {amb, en} compte en les declaracions
publiques.



